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Abstract

The annotation of corpora for lower-resource
languages can benefit from automatic pre-
annotation to increase the throughput of the
annotation process in a a context where human
resources are scarce. However, this can be hin-
dered by the lack of available pre-annotation
tools. In this work, we compare three pre-
annotation methods in zero-shot or near-zero-
shot contexts for part-of-speech (POS) and de-
pendency annotation of an Alsatian Alemannic
dialect. Our study shows that good levels of
annotation quality can be achieved, with hu-
man annotators adapting their correction effort
to the perceived quality of the pre-annotation.
The pre-annotation tools also vary in efficiency
depending on the task, with better global re-
sults for a system trained on closely related
languages and dialects.

1 Introduction

Automatic pre-annotation is often considered a
cost-effective way of producing high-quality cor-
pora, as it streamlines the process for human an-
notators. In the context of low-resource languages,
pre-annotation can be a particularly beneficial prac-
tice, given that annotation tasks are often under-
taken with limited human and financial resources.
However, low-resource languages frequently lack
training data or existing tools to obtain good quality
pre-annotations.

In this article, we address the impact of pre-
annotation on POS and dependency annotation
in the Universal Dependencies (UD) framework
(De Marneffe et al., 2021) for the Alsatian Ale-
mannic dialects. Alsatian is a hypernym which
refers to both Alemannic and Franconian dialectal
varieties spoken in the Alsace region, in Northeast-
ern France. The different Upper German dialects
referred to by the term “Alemannic Alsatian di-
alects” are Northern Low Alemannic, spoken in
the northern and central parts of Alsace, Southern

Low Alemannic, spoken in the southern part of
Alsace (south of Colmar), and High Alemannic,
in the very south of the region. The Alemannic
Alsatian dialects are closely related to other Ale-
mannic German dialects, as for example Swiss Ger-
man and Swabian, and to other dialectal varieties
in the Oberdeutsch dialect family, as for example
Bavarian.1 Rhine Franconian is also spoken in the
northwest of Alsace, but it is not included in our
study, which focuses on Low Alemannic Alsatian.
It is also worth mentioning that there is no consis-
tent spelling standard for Alsatian dialects, which
leads to high levels of variation in writing.

In this work, we compare three different pre-
annotation methods, focusing on out-of-the-box
tools that are easy to use without requiring exten-
sive computational resources, advanced informa-
tion technology skills or financial resources to pay
for APIs. These methods rely either on tools trained
for the closest standard language, German, or on a
mix of German and related dialects, as well as an
instruction-tuned generative large language model
(LLM). Instruction-tuned LLMs have sparked the
interest of researchers in recent years for annota-
tion tasks with both positive and negative–or at
least more cautious–conclusions. One of our goals
was therefore to gain a better understanding of their
advantages and pitfalls. We address the following
research questions (RQ):
RQ1 Is it possible to obtain good annotation qual-
ity with zero-shot pre-annotation only, when no
existing tools are available for the target language?
RQ2 Which pre-annotation method is the most
useful?
RQ3 Can pre-annotation bias be mitigated by using
a mix of pre-annotation tools or, on the contrary,
does it have a detrimental effect on quality?

1Alemannic Alsatian dialects appear under the name “El-
sässisch”, on the lower left of the map of German dialects by
Werner König, published in the dtv-Atlas Deutsche Sprache,
17. edition, Munich 2011, p. 230-231.

https://dibs.badw.de/fileadmin/user_upload/Files/SWB/02-03_Die_deutschen_Dialekte_aus_dtv_Atlas_Dte_Sprache.jpg


RQ4 What are the advantages and pitfalls of
instruction-tuned LLMs for our target tasks?

2 Previous Work

2.1 Impact of Pre-Annotation

The impact of pre-annotation for treebank construc-
tion has been investigated since as early as 1993
(Marcus et al., 1993), with mostly consensual find-
ings about the advantages of pre-annotation lead-
ing to a reduced annotation time, without negative
effects on annotation quality. Some of the follow-
ing papers nevertheless describe potential issues
with automatic pre-annotations, in particular the
influence of the pre-annotation tool on human an-
notators.

Fort and Sagot (2010) show that automatic pre-
annotation for POS in English reduces the annota-
tion time, even when pre-annotations have moder-
ate levels of accuracy, and does not impact inter-
annotator agreement or accuracy. But at the same
time pre-annotation can introduce some systematic
errors and biases, especially if the pre-annotation
is rather good.

Berzak et al. (2016) describe the problem of
anchoring, which they define as “a well known
cognitive bias in human decision making, where
judgments are drawn towards pre-existing values”,
leading to a phenomenon that they call “parser
bias”. They present a study to measure anchoring
for POS tagging and dependency parsing in English
and show that there is a bias towards the outputs of
the specific pre-annotation tool being edited by the
human annotators.

For languages other than English, Mikulová et al.
(2022) investigate pre-annotation bias for Czech de-
pendency syntax. They observe that annotations
are more consistent when the data is pre-annotated,
which might point at an influence of the automatic
pre-annotation on the annotators. Overall, anno-
tation is sped-up when the texts are pre-annotated
and inter-annotator agreement improves.

The efficacy of automatic pre-annotation has
also been studied in the context of languages char-
acterised by a high level of variation in writing.
Eckhoff and Berdičevskis (2016) train a parser
for Old East Slavic and use it for pre-annotation
in an experiment involving four annotators. Pre-
annotation led to gains in speed, without apparently
lowering annotation quality.

2.2 Zero-Shot Transfer of Taggers and
Parsers across Languages and Varieties

Zero-shot2 transfer has been proposed in recent
years as a viable option for low-resource languages
with neither existing taggers or parsers, nor big
enough training corpora.

For POS tagging and dependency parsing,
Lauscher et al. (2020) demonstrated that transfer
performance is mainly influenced by the similar-
ity in syntactic properties between the source and
target languages. This finding was substantiated
by de Vries et al. (2022), who explored zero-shot
cross-lingual transfer learning using multilingual
pre-trained models for POS tagging, with 65 source
languages for training and 105 target languages for
testing. They highlighted that including the target
language, and to a lesser extent the source lan-
guage, in the training dataset for the multilingual
pre-trained model is particularly crucial. Vanden-
bulcke et al. (2024) confirmed previous observa-
tions that training on closely related languages is
key. Transfer of parsers across different historical
states of a language is investigated by Lücking et al.
(2024), who show that parsers trained on contem-
porary English and German can be transferred to
older language states with very modest drops in
performance.

Methods have been proposed to improve tag-
ger and parser efficiency in zero-shot transfer. To
mitigate noise caused by spelling variations be-
tween source (training) and target (automatic an-
notation) languages, data transformation can be
employed. Various automated methods have been
suggested, typically utilizing data transformation
techniques leading to an increased resemblance be-
tween source and target language data: phonemic
and graphemic transformation rules (Hana et al.,
2011), lexicon-based translation of words (Bern-
hard and Ligozat, 2013; Wang et al., 2022), random
noise injection in training data (Aepli and Sennrich,
2022; Blaschke et al., 2023).

Finally, more recent work by Ezquerro et al.
(2025) has investigated the use of generative large
language models for zero-shot dependency parsing.
They compared syntactic trees obtained via simple
prompting of instructed-tuned LLMs against ran-

2Here we use the term zero-shot in the context of cross-
lingual tasks, where a multilingual pre-trained model is fine-
tuned on a language for a task and then directly applied on
another language. Zero-shot is used in this sense by e.g. Aepli
and Sennrich (2022), de Vries et al. (2022) and Vandenbulcke
et al. (2024).



dom trees generated via different baselines. They
reach negative conclusions, since most of the tested
LLMs are not able to beat the strongest baselines.

3 Experimental Setup

3.1 Corpus

Our corpus consists of texts translated from French
into Low Alemannic Alsatian and belonging to dif-
ferent genres and domains (see Table 1). Most
of the sources were translated in the realm of our
project, either by a professional translator or by
a project participant. In addition, we included
three sources with pre-existing translations into
Low Alemannic Alsatian: the Universal Declara-
tion of Human Rights,3 which is already present in
other Universal Dependencies treebanks, such as
French ParTUT, the Parable of the Prodigal Son
(Steiner and Matzen, 2016) and the North Wind
and the Sun (Boula de Mareüil et al., 2018).

The corpus was tokenised using an adapted
version of the tokenisation script developed by
Blaschke et al. (2023) for Bavarian and split into 6
annotation batches. Each batch contains a number
of sentences for each source that is proportional
to the length of the corresponding source. The
original sentence order is kept.

For the analysis presented here, we only retained
sentences whose tokenisation was not corrected or
modified during the manual annotation correction
process, which would prevent the calculation of
agreement scores with the pre-annotation. The
tokenisation had to be corrected for e.g. contracted
forms or epenthetic consonants. Table 2 details the
number of sentences and words in each batch, for
the analysed subset and in total.

3.2 Pre-annotation Methods

We compare three main pre-annotation methods,
based on the analysis of zero-shot transfer methods
in Section 2.2.
UDPipe (Straka, 2018) We used UDPipe 2 through
the LINDAT UDPipe REST Service4 and applied
the two available German models: GSD (McDon-
ald et al., 2013) and HDT (Borges Völker et al.,
2019). Prior to annotating our corpus, we normal-
ize accented vowels to their unaccented form and
use a bilingual Alsatian-German lexicon of closed

3https://www.ohchr.org/en/human-rights/univer
sal-declaration/translations/elsassisch?LangID=
gsw

4https://lindat.mff.cuni.cz/services/udpipe/

class words to translate Alsatian forms to their Ger-
man equivalent (Bernhard, 2023). The aim of this
pre-processing of Alsatian data is to make Alsa-
tian look more like German and thus be able to
use models trained on German directly, without re-
training. We used the latest models available when
performing the pre-annotation: for batches 1 to 4,
the models trained on UD 2.125 were used, and for
batches 5 and 6, the models trained on UD 2.15.6

Only very slight changes in performance were re-
ported between the two versions of the training data
in the detailed model performance.
Mistral Large We used the free Mistral API with a
prompt (see Appendix A) and two different temper-
ature values: 0.1 and 0.7. The sentences were pro-
vided in the CoNLL-U format, with the requested
annotations left empty. The Mistral Large model
claims to excel in several languages, including Ger-
man.7 The prompt was refined during the course
of the manual annotation period to correct minor
details (typos, addition of relation subtypes based
on evolutions of the guidelines). In addition to
POS and dependency relations, the prompt also
requested for a gloss in French. Since Mistral
does not always output a correct CoNLL-U file,
we semi-automatically corrected the following er-
rors: extraneous POS and dependency annotations
on multiword tokens, missing tokens and text meta-
data, spaces instead of tabulations, missing empty
‘_’ columns. Moreover, the annotation sometimes
fails unexpectedly for some sentences and the an-
notation was then retried. For one of the batches,
we also experimented with “agents”,8 in order to
decompose the annotation process in the following
annotation steps: POS, French gloss and depen-
dency relations, followed by a CoNLL-U format
verification agent. The output of each agent was
passed as input to the next agent.
ArboratorGrew trainable parsing service9 on the
ArboratorGrew annotation platform (Guibon et al.,
2020). The parser (Guiller, 2020; Peng et al., 2022)
is based on the architecture of Dozat and Man-
ning (2017) and was trained using the test splits
for the following UD corpora: 977 sentences from

5https://ufal.mff.cuni.cz/udpipe/2/models#uni
versal_dependencies_212_models

6https://ufal.mff.cuni.cz/udpipe/2/models#uni
versal_dependencies_215_models

7https://mistral.ai/fr/news/mistral-large-240
7

8https://docs.mistral.ai/capabilities/agents/
9https://arborator.github.io/arborator-docum

entation/#/parser

https://www.ohchr.org/en/human-rights/universal-declaration/translations/elsassisch?LangID=gsw
https://www.ohchr.org/en/human-rights/universal-declaration/translations/elsassisch?LangID=gsw
https://www.ohchr.org/en/human-rights/universal-declaration/translations/elsassisch?LangID=gsw
https://lindat.mff.cuni.cz/services/udpipe/
https://ufal.mff.cuni.cz/udpipe/2/models#universal_dependencies_212_models
https://ufal.mff.cuni.cz/udpipe/2/models#universal_dependencies_212_models
https://ufal.mff.cuni.cz/udpipe/2/models#universal_dependencies_215_models
https://ufal.mff.cuni.cz/udpipe/2/models#universal_dependencies_215_models
https://mistral.ai/fr/news/mistral-large-2407
https://mistral.ai/fr/news/mistral-large-2407
https://docs.mistral.ai/capabilities/agents/
https://arborator.github.io/arborator-documentation/#/parser
https://arborator.github.io/arborator-documentation/#/parser


Title Author Domain Genre Sentences Words

Monday Tales Alphonse Daudet [ Literary Short story 179 3,924
Universal Declaration of Human
Rights

United Nations u Legal Official charter 83 2,231

Decameron Boccace [ Literary Short story 19 494
Peter and the Wolf Sergueï Prokofiev [ Literary Symphonic tale 65 940
Parable of the Prodigal Son Luke Å Religion Parable 29 631
The North Wind and the Sun Esope [ Literary Fable 6 127
Chronicles on French Regional Lan-
guages

Michel Feltin-Palas ò Journalism Column 177 4,354

TOTAL 558 12,701

Table 1: Corpus contents. “Words” refers to syntactic words.

Analysed part Total
Batch Sent. Words Sent. Words

1 74 1,670 88 1,978
2 88 1,771 93 1,967
3 84 1,672 92 1,972
4 85 1,769 93 1,957
5 89 2,248 94 2,380
6 91 2,220 98 2,447

Total 511 11,530 558 12,701

Table 2: Corpus batches.

Alemannic

Swiss German

Bavarian

Alsace Alemannic

Middle Franconian

West Middle German

Moselle Franconian / 
Luxembourgish 

High German

Upper German

Modern High German

German

Middle German

Figure 1: Simplified family tree of Alsace Alemannic
based on Glottolog (Hammarström et al., 2024), with
related languages available in UD.

German GSD (McDonald et al., 2013), 1,070 sen-
tences from Bavarian MaiBaam (Blaschke et al.,
2024), 100 sentences from Swiss German UZH
(Aepli, 2018) and 20 sentences from Luxembour-
gish LuxBank (Plum et al., 2024). These languages
were selected based on their proximity to Alsace
Alemannic (see Figure 1). In addition, we added 25
Alsatian sentences which were annotated as exam-
ples for earlier versions of the annotation guide. In
total, 2,192 sentences from 5 Germanic Languages
were used to train ArboratorGrew. The Labelled
Attachment Score (LAS) obtained during training
was 0.83 (Epoch 55). Due to an unavailability of
the parsing service during the first half of our anno-
tation period, we started using ArboratorGrew only
from batch 4 onwards.
Selection of the pre-annotation We randomly

Pre-annotation

1 2 3 4 5 6

UDPipe-GSD ¥ ¥ ¥ ¥ ¥ ¥

UDPipe-HDT ¥ ¥ ¥ − ¥ ¥

Mistral temp=0.7 ¥ ¥ ¥ − − −
Mistral temp=0.1 − ¥ ¥ − ¥ ¥

Mistral agents − − − ¥ − −
ArboratorGrew − − − ¥ ¥ ¥

Batch

Table 3: Distribution of pre-annotation settings across
batches.

choose one of the available pre-annotations for
each sentence and assign different pre-annotations
to each annotator. This approach ensures that hu-
man annotators start from different pre-annotations,
preventing any potential uniform and unique influ-
ence on their annotations. For each annotation
batch, at least 3 different pre-annotation methods
were used (see Table 3).

3.3 Manual Correction Process

The corpus was annotated by two annotators who
are co-authors of this paper: A1 and A2. Both are
native speakers of Alsace Low Alemannic, have ob-
tained a master’s degree in linguistics and written
Master theses on the Alsatian dialects. The initial
guidelines had been drafted by one of the two an-
notators based on a study of existing grammars
in Alsatian and existing POS annotation guide-
lines (Bernhard et al., 2018). Both annotators were
given an initial training batch, which was used to
make them familiar with the annotation tool and
the guidelines. After each batch, the annotators
discussed their annotations in order to reach a con-
sensual validated annotation (see Figure 2 for
an example validated annotation). The decisions
reached during their discussions were also inte-



Figure 2: Example annotated sentence with English glosses.

grated in the annotation guide.10

The annotation tool was ArboratorGrew (Guibon
et al., 2020): the pre-annotated CoNLL-U files
were uploaded on the platform and then annotated
in blind annotation mode. The whole annotation
process reported in this paper took place over a
period of four months.

3.4 Agreement Assessment

We used the following scores to measure agreement
between pre-annotations, manual corrections and
the final validated annotations:
POS: Cohen’s κ (Cohen, 1960) for POS labels, as
well as accuracy.
Dependencies: Adaptation of Krippendorff’s α
(Krippendorff, 1970) to dependency relations pro-
posed by Skjærholt (2014), as well as UAS (Unla-
belled Attachment Score), LAS (Labelled Attach-
ment Score) and LAcc (dependency Label Accu-
racy) (Eisner, 1996; Nivre et al., 2004; Buchholz
and Marsi, 2006).11

4 Results

4.1 Results per Annotation Batch

Figure 3 shows the evolution of inter-annotator
agreement over time for both tasks. The agree-
ments tend to increase, with a steeper rise and a
higher variability in agreement for dependencies.
Agreement levels for POS are more consistent, in-
dicating that the task is less difficult. Overall, the
increase in agreement suggests that annotators im-
prove their consistency over time, possibly due to
improved guidelines, better training, or increased
familiarity with the annotation task.

10Details about the annotation guide and specific linguistic
properties of the dataset will be described in another article.

11For all dependency measures, we reuse the scripts devel-
oped by Skjærholt (2014) and available at https://gith
ub.com/arnsholt/syn-agreement/. Similarly to (Dipper
et al., 2024), we converted them to Python 3.
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Figure 3: Evolution of inter-annotator agreement scores.

Figure 4 illustrates the evolution of the agree-
ment between the annotators and the automatic
pre-annotation over time. For A1, agreement with
the pre-annotations remains relatively stable, with
a slight downward trend. For A2, the declining
trend is more marked for dependencies, with high
variability, while for POS the agreement slightly
improves. The decline in the agreement for depen-
dencies is likely due to the quality of the automatic
pre-annotations: over time, the annotators are more
actively correcting errors. The difference in POS
agreement trends between A1 and A2 could sug-
gest varying levels of reliance on pre-annotations.
Overall, both annotators align more with POS pre-
annotations, while increasingly correcting errors in
pre-annotations for dependencies.

Finally, Figure 5 illustrates the evolution of
agreement between the two annotators and the vali-
dated annotation. Both annotators show an increas-
ing agreement trend over batches, indicating an
improvement in their annotation consistency over
time. In contrast to Figure 4, agreement is con-
sistently higher for dependencies than for POS:
this might point at an over-reliance on POS pre-

https://github.com/arnsholt/syn-agreement/
https://github.com/arnsholt/syn-agreement/
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Figure 4: Evolution of agreement scores with respect to the pre-annotation.
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Figure 5: Evolution of agreement scores with respect to the validated annotation.

annotations, being perceived as good enough, and
an under-reliance on dependency pre-annotations,
being perceived as error-prone and deserving more
corrections.

To conclude, lower agreements are observed
with the pre-annotation and higher agreements with
the validated version, with inter-annotator agree-
ments in-between. This is a result of consensus
building by the two annotators to reach the vali-
dated annotation (see Table 6 in Appendix D for the
detailed agreement scores for each batch.). Over-
all, the inter-annotator agreements are high (POS
κ ≥ 0.90, dependency α ≥ 0.88), as well as
agreements with the validated annotation (POS
κ ≥ 0.94, dependency α ≥ 0.95). Regarding RQ1
(Is it possible to obtain good annotation quality with zero-shot

pre-annotation only, when no existing tools are available for

the target language?), our findings demonstrate that
good levels of annotation quality can be attained
even in the absence of pre-existing annotation tools
for our target language. This suggests that relying
on closely-related languages or multilingual LLMs

can be a viable option in such cases. However,
as we did not include a control setting in which
the annotators started from scratch, we cannot com-
pare the quality of the annotations with and without
pre-annotation.

4.2 Analysis of the Pre-annotation Methods

Table 4 details the agreement scores broken down
by pre-annotation method and Figure 6 displays
the per-sentence POS accuracy and LAS with re-
spect to the validated annotation for UDPipe-GSD,
Mistral and ArboratorGrew. Mistral obtains the
best results overall for POS, followed closely by
ArboratorGrew. Both UDPipe models have lower
levels of performance for this task. UDPipe-GSD
obtains the best results for dependencies, both in
terms of dependency attachments and dependency
labels. ArboratorGrew also has good performance
for this task, while Mistral obtains the lowest UAS
and LAS. Interestingly, Mistral still gets good de-
pendency label accuracy scores. Finally, the den-
sity plots in Figure 6 confirm that Mistral has a



Pre-annotation Annot. Sent. Tok. K POS Acc POS α Dep UAS LAS LAcc

UDPipe-GSD
A1 148 3,293 0.84 0.86 0.82 0.76 0.63 0.74
A2 125 2,815 0.82 0.84 0.83 0.79 0.63 0.71
validated 273 6,108 0.80 0.82 0.79 0.76 0.60 0.70

UDPipe-HDT
A1 144 3,218 0.79 0.81 0.73 0.64 0.53 0.64
A2 72 1,792 0.78 0.80 0.77 0.66 0.56 0.67
validated 216 5,010 0.75 0.77 0.72 0.64 0.51 0.63

Mistral
A1 149 3,126 0.93 0.93 0.62 0.60 0.52 0.73
A2 214 4,446 0.91 0.92 0.50 0.56 0.48 0.72
validated 363 7,572 0.88 0.89 0.52 0.55 0.45 0.69

ArboratorGrew
A1 70 1,713 0.89 0.90 0.64 0.74 0.62 0.74
A2 100 2,297 0.89 0.90 0.68 0.75 0.63 0.74
validated 170 4,010 0.85 0.87 0.64 0.73 0.59 0.71

Table 4: Scores for each pre-annotation method.
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Figure 6: Per sentence POS accuracy and LAS for
UDPipe-GSD, Mistral and ArboratorGrew with kernel
density estimate (KDE) plots.

higher concentration of sentences with higher POS
accuracy, but lower LAS. UDPipe-GSD and Ab-
oratorGrew have a higher concentration of points
towards the top half LAS values.

If we compare mean dependency distances12

across the same sentences, Mistral is character-
ized by shorter distances (avg=3.05, median=3.17),
while UDPipe-GSD has larger distances (avg=3.40,
median=3.47) closer to what is observed in the val-
idated sentences (avg=3.41, median=3.59), show-
ing that dependency analyses by Mistral tend to
favour connections with less intervening words.

Figure 7 compares the pre-annotations of a sen-
tence against the version validated by the anno-

12Calculated by averaging the absolute distance between a
word and its head, excluding the root (Liu et al., 2017).

tators. The pre-annotations from UDPipe-GSD,
Mistral and ArboratorGrew contain errors in both
POS tags and dependencies. While all three pre-
annotation tools correctly identified the root of the
sentence, all three mistook the perfect tense as a
copular structure. The noun phrase “De Mösiö
Hamel” (Mister Hamel) was correctly identified
as the subject of the sentence by all three tools,
but both the internal structure and the POS of the
elements was a source of error. It is also interest-
ing to note that all three tools annotated the word
“gànz” as an adverb (both in POS and for its depen-
dency), whereas the annotators followed annotation
guidelines and annotated this word with the POS
‘ADJ’, although it functions as an adverb. This
example shows that there are different types of
errors between different pre-annotations: UDPipe-
GSD performed worst for POS tags, but best for
dependencies, with only one error. On the contrary,
Mistral performed best for POS tags, but lower for
dependencies. ArboratorGrew lies in between.

For RQ2 (Which pre-annotation method is the most

useful?), we find that there are notable differ-
ences among the pre-annotation methods, accord-
ing to the task: simpler POS or dependency la-
belling tasks can be performed in-context with an
instruction-tuned LLM; however more complex de-
pendency attachment resolution is better achieved
by models specifically trained for dependency pars-
ing. The best compromise between both tasks is
achieved by ArboratorGrew: the model has been
trained on comparatively less data than both UD-
Pipe models (2,192 sentences vs. 13,814 sentences
in GSD-train and 153,035 sentences in HDT-train),
but on a mix of closely related languages and di-
alects, with variation in writing characteristic of
dialects. This is in line with Philippy et al. (2023)



De Mösiö Hamel ìsch gànz bleich ùffgstànde .
DET PROPN NOUN AUX ADV ADJ ADJ PUNCT

det

nsubj

flat

cop

advmod advmod

root

punct

(a) UDPipe-GSD

De Mösiö Hamel ìsch gànz bleich ùffgstànde .
DET NOUN PROPN AUX ADV ADJ VERB PUNCT

det

compund nsubj

cop

advmod amod

root

punct

(b) Mistral

De Mösiö Hamel ìsch gànz bleich ùffgstànde .
DET NOUN PROPN AUX ADV ADJ ADJ PUNCT

det

nsubj

appos

cop

advmod

advmod

root

punct

(c) ArboratorGrew

De Mösiö Hamel ìsch gànz bleich ùffgstànde .
DET NOUN PROPN AUX ADJ ADJ VERB PUNCT

det

nsubj

flat

aux

advmod:emph advmod

root

punct

(d) Version validated by the annotators

Figure 7: Comparison of the pre-annotations with the validated version for the sentence “De Mösiö Hamel ìsch
gànz bleich ùffgstànde” – ‘Mister Hamel stood up all pale’. Errors are marked in red.

who show that cross-lingual transferability is linked
to linguistic similarity. It also confirms observa-
tions by Blaschke et al. (2024) who obtained lower
results for Bavarian with HDT than GSD, despite
its larger training corpus: this could be due to an
over-fitting of the HDT model for standard German,
or to larger discrepancies in terms of genres and
domains between the HDT corpus and the Bavarian
and Alsatian corpora.

4.3 Pre-annotation Bias
Table 5 shows the correlations between the pro-
portion of tokens pre-annotated by a tool and the
global agreement of the annotators with the pre-
annotation in a batch. The significant correlation
scores show that there is a negative correlation for
POS pre-annotation by UDPipe-HDT: the higher
the proportion of tokens pre-annotated by UDPipe-
HDT, the lower the agreement between the anno-
tators and the POS pre-annotation. This means
that the annotators tended to correct and modify
the POS pre-annotations by UDPipe-HDT. On the
other-hand, there is a positive correlation for de-
pendency pre-annotation for UDPipe-GSD and, to
a lesser degree UDPipe-HDT. The observations
are in line with the performances of the systems
shown in Table 4. Higher agreements with the pre-
annotations for dependencies are observed when
there is a higher proportion of the best perform-
ing tools among the pre-annotations and lower
agreements with the POS pre-annotations occur
when there is a higher proportion of the lowest
performing system. This shows that the annota-

Score Pre-annotation Spearman Pearson

POS

UDPipe-GSD −0.50 −0.30
UDPipe-HDT −0.82∗∗ −0.71∗

Mistral 0.43 0.42
ArboratorGrew 0.89∗ 0.68

Dep

UDPipe-GSD 0.84∗∗∗ 0.90∗∗∗

UDPipe-HDT 0.79∗∗ 0.89∗∗

Mistral −0.57 −0.66∗

ArboratorGrew −0.37 −0.38

Table 5: Spearman’s and Pearson’s correlations be-
tween the proportion of tokens pre-annotated by a tool
and the agreement between the annotators and the pre-
annotation in a batch. P -values: ∗∗∗ < 0.001, ∗∗ < 0.01
and ∗ < 0.05.

tors were able to identify good and low-quality
pre-annotations and tended to agree with correct
pre-annotations.

Table 4 additionally shows that both A1 and A2
have similar patterns of agreement with the pre-
annotation methods, and this agreement is depen-
dent both on the pre-annotation and the task. For
RQ3 (Can pre-annotation bias be mitigated by using a mix

of pre-annotation tools or, on the contrary, does it have a

detrimental effect on annotation quality?), we observe that
the annotators did not approach pre-annotations in-
discriminately, but rather adapted their correction
efforts to the pre-annotation, without uncritically
accepting it. Diverse pre-annotation methods thus
lead to different correction strategies.
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Figure 8: Sentence-level POS accuracy ratio of Mistral
in different settings with respect to UDPipe-GSD. Out-
liers are not shown.

4.4 Instruction-tuned LLMs for
Pre-Annotation

Since the way we used Mistral evolved in the
course of the annotation period, we perform a de-
tailed analysis of Mistral settings (temperatures and
agents) in comparison to UDPipe-GSD. For this,
we compute sentence-wise ratios of Mistral over
UDPipe-GSD for POS accuracy and LAS. By cal-
culating these ratios sentence-wise, we control for
the input sentences and their complexity.

Figure 8 shows the distribution of the POS ac-
curacy ratios. These ratios have a median greater
than 1, showing that Mistral performs better than
UDPipe-GSD for POS tagging. The statistical sig-
nificance of the difference between the different
settings has been assessed using Mann-Whitney’s
U test (Mann and Whitney, 1947). Only the differ-
ence between the temperature of 0.7 and the use
of agents is significant. This might indicate that
breaking down a complex task into smaller, simpler
tasks (here, using agents) can be beneficial.

Figure 9 shows the distribution of the LAS ratios.
These ratios have a median inferior to 1, showing
that Mistral performs worse than UDPipe-GSD for
dependency parsing. Here, only the difference be-
tween both temperature settings is significant, with
better performance for a temperature of 0.1. Over-
all, the settings with a higher temperature have the
lowest performance: data annotation is not a cre-
ative task and it makes sense to set the temperature
to its lowest possible value and keep only the most
plausible annotation (Gilardi et al., 2023). For RQ4
(What are the advantages and pitfalls of instruction-tuned

LLMs for our target tasks?), we find that Mistral is most
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Figure 9: Sentence-level LAS ratio of Mistral in differ-
ent settings with respect to UDPipe-GSD. Outliers are
not shown.

efficient for simpler labelling tasks at lower temper-
atures. Besides, as already mentioned, we had to
post-process the output to obtain valid CoNLL-U
files, which is a clear downside of this method.

5 Conclusion and Perspectives

In this work, we have compared three pre-
annotation methods for POS and dependency anno-
tation for Low Alemannic Alsatian. Since there
is no pre-existing annotated corpus for the lan-
guage, we used mostly zero-shot methods, rely-
ing on closely-related languages or an instruction-
tuned LLM. We were able to obtain good anno-
tation quality and showed that the human annota-
tors adapted their correction effort to the perceived
quality of the pre-annotation. Moreover, the best
method for pre-annotation is task-dependent, with
the ArboratorGrew model trained on a mixture of
closely-related languages and dialects achieving
the best overall performance for both tasks.

The corpus described in this paper is currently
being reviewed for its release on the UD repository
and will complement the resources already avail-
able for High German languages. We also used this
corpus to train a parser specifically for Alsatian
and pre-annotate a second corpus of texts natively
written in Alsatian.

Limitations

Selection of pre-annotations for each sentence.
The comparison of the pre-annotation systems does
not rely on the exact same set of sentences for each
system, since different pre-annotations were used
for each sentence and human annotator. Therefore,



we could not compare the methods on an identical
sample of data. It is therefore possible that the
random pre-annotation selection process was more
advantageous for some systems (shorter and less
complex sentences).
Pre-annotation methods. We only compared a
restricted set of pre-annotation methods. For the
instruction-tuned LLM, only Mistral Large was
used, with a single type of prompt. The conclusions
could therefore be different for another LLM or
for other prompting schemes. Moreover, the pre-
annotation tools were used out-of-the-box, without
any attempt at tuning the hyperparameters.
Settings for the pre-annotation systems. The set-
tings used for some of the pre-annotation systems
(UDPipe training corpus version, Mistral prompt)
evolved slightly in the course of the four month
annotation period, which could impact the consis-
tency of the observations.
Corpus and language. The corpus under study
includes only one target language and it is unclear
how our conclusions could be extended to other
languages.
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A Outline of the Mistral Prompt

Please note that the details about UD POS tags and
dependency relationships, as well as the descrip-
tion of the CoNLL-U format have been removed as
these can be found on the Universal Depedencies
website. The prompt was elaborated and optimised
during earlier experiments with instruction-tuned
LLMs, based on commonly acknowledged recom-
mendations for prompting: defining the context
and the role of the system, task description and
constraints, addition of an example with the ex-
pected result, use of delimiters to identify subparts
of the prompt.
You are an expert in Alsatian annotation. Your
task is to add the missing part -of-speech and
dependencies annotations to the Alsatian
sentences.

Here is the list of UPOS labels to use for
part -of-speech annotations:
<List of UPOS labels with names >

Here is the list of labels for Universal
Dependencies:
<List of relations with names >

Constraints: The output must respect the format
called CoNLL -U. Annotations are encoded in plain
text files (UTF -8, normalized to NFC , using only
the LF character as line break , including an LF
character at the end of file) with three types of
lines:
1. Word lines containing the annotation of
a word/token/node in 10 fields separated by single
tab characters; see below.
2. Blank lines marking sentence boundaries. The
last line of each sentence is a blank line.
3. Sentence -level comments starting with hash (#).
Comment lines occur at the beginning of sentences ,
before word lines.
Sentences consist of one or more word lines , and
word lines contain the following fields:
<List of fields in a CoNLL -U file >
The fields must additionally meet the following
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constraints:
• Fields must not be empty.
• Fields other than FORM , LEMMA , and MISC must
not contain space characters.
• Underscore (_) is used to denote unspecified
values in all fields except ID.
Further , in UD treebanks the UPOS , HEAD , and
DEPREL columns are not allowed to be left
unspecified except in multiword tokens , where all
must be unspecified , and empty nodes , where UPOS
is optional and HEAD and DEPREL must be
unspecified.

####
Here is an example:

Sentence:
# sent_id = WKP_12043 .19
# text = Isch dr Hans Baldung im Elsàss uf d Walt

kumme?
1 Isch _ _ _ _ _ _ _ _
2 dr _ _ _ _ _ _ _ _
3 Hans _ _ _ _ _ _ _ _
4 Baldung _ _ _ _ _ _ _ _
5-6 im _ _ _ _ _ _ _ _
5 i _ _ _ _ _ _ _ SpaceAfter=No
6 m _ _ _ _ _ _ _ _
7 Elsàss _ _ _ _ _ _ _ _
8 uf _ _ _ _ _ _ _ _
9 d _ _ _ _ _ _ _ _
10 Walt _ _ _ _ _ _ _ _
11 kumme _ _ _ _ _ _ _ SpaceAfter=No
12 ? _ _ _ _ _ _ _ _

Annotation:
# sent_id = WKP_12043 .19
# text = Isch dr Hans Baldung im Elsàss uf d Walt

kumme?
1 Isch _ AUX _ _ 11 aux _ Gloss=est
2 dr _ DET _ _ 3 det _ Gloss=le
3 Hans _ PROPN _ _ 11 nsubj _ Gloss=Hans
4 Baldung _ PROPN _ _ 3 flat:name _ Gloss=Baldung
5-6 im _ _ _ _ _ _ _ _
5 i _ ADP _ _ 7 case _ SpaceAfter=No|Gloss=dans
6 m _ DET _ _ 7 det _ Gloss=le
7 Elsàss _ PROPN _ _ 11 obl:lmod _ Gloss=Alsace
8 uf _ ADP _ _ 10 case _ Gloss=en
9 d _ DET _ _ 10 det _ Gloss=le
10 Walt _ NOUN _ _ 11 obl _ Gloss=monde
11 kumme _ VERB _ _ 0 root _ SpaceAfter=No|Gloss=

venir
12 ? _ PUNCT _ _ 11 punct _ Gloss=.
####

### Step 1: You must read and understand the
Alsatian sentences.

### Step 2: Use your understanding from step 1 to
add the POS , dependency and head labels

### Step 3: Provide the annotation of the given
sentences.

The annotation should be in the CoNLL -U format.
Your output should consist exclusively of the
annotations. No other comments or text should be
included. Remove markdown formatting.

B Libraries Used

The following Python libraries were used for per-
forming the analyses and drawing the plots:

• conllu v. 6.0.0 (https://github.com/E
milStenstrom/conllu/)

• matplotlib v. 3.9.4 (Hunter, 2007)
• pandas v. 2.2.3 (The pandas development

team, 2024)
• scikit-learn v. 1.6.1 (Pedregosa et al.,

2011)
• scipy v. 1.13.1 (Virtanen et al., 2020)

• seaborn v. 0.13.2 (Waskom, 2021)
• starbars v. 3.1.1 (https://github.com
/elide-b/starbars)

C Models Used

The following models were used:

• UDPipe:
– GSD 2.12 and 2.15
– HDT 2.12 and 2.15

• Mistral Large latest (the latest available Mis-
tral model was always used):

– unique prompt with temperatures 0.1 and
0.7

– agents: 4 distinct agents all used in a row
with temperature 0

* UPOS: UPOS annotations
* Gloss: French glosses
* Dependencies: dependency annota-

tions
* CoNLL-U format checker

https://github.com/EmilStenstrom/conllu/
https://github.com/EmilStenstrom/conllu/
https://github.com/elide-b/starbars
https://github.com/elide-b/starbars


D Detailed Scores per Batch

Batch Annot. 1 Annot. 2 Kappa POS Acc POS Alpha Dep UAS LAS LAcc

1

A1 validated 0.94 0.94 0.95 0.92 0.85 0.90
pre-annotation 0.86 0.88 0.75 0.67 0.58 0.72

A2 validated 0.96 0.96 0.96 0.93 0.88 0.92
pre-annotation 0.84 0.86 0.78 0.70 0.60 0.72

A1 A2 0.90 0.91 0.88 0.87 0.77 0.84

2

A1 validated 0.95 0.95 0.97 0.94 0.89 0.93
pre-annotation 0.85 0.86 0.70 0.65 0.55 0.71

A2 validated 0.96 0.96 0.98 0.96 0.91 0.93
pre-annotation 0.87 0.88 0.63 0.61 0.51 0.71

A1 A2 0.91 0.92 0.94 0.92 0.82 0.87

3

A1 validated 0.95 0.95 0.97 0.93 0.88 0.92
pre-annotation 0.86 0.87 0.71 0.65 0.53 0.69

A2 validated 0.95 0.96 0.98 0.94 0.90 0.94
pre-annotation 0.87 0.88 0.64 0.66 0.55 0.73

A1 A2 0.91 0.92 0.94 0.89 0.81 0.88

4

A1 validated 0.94 0.95 0.98 0.94 0.88 0.92
pre-annotation 0.90 0.91 0.70 0.73 0.63 0.76

A2 validated 0.95 0.96 0.97 0.95 0.91 0.94
pre-annotation 0.86 0.87 0.77 0.75 0.61 0.73

A1 A2 0.91 0.92 0.94 0.90 0.81 0.87

5

A1 validated 0.94 0.94 0.98 0.94 0.91 0.95
pre-annotation 0.86 0.88 0.71 0.70 0.57 0.70

A2 validated 0.97 0.98 0.98 0.96 0.93 0.95
pre-annotation 0.87 0.88 0.64 0.69 0.58 0.72

A1 A2 0.92 0.92 0.94 0.92 0.86 0.91

6

A1 validated 0.97 0.98 0.98 0.95 0.91 0.95
pre-annotation 0.83 0.84 0.69 0.67 0.55 0.69

A2 validated 0.96 0.97 0.99 0.97 0.94 0.96
pre-annotation 0.87 0.89 0.65 0.64 0.52 0.68

A1 A2 0.94 0.94 0.96 0.93 0.87 0.91

Table 6: Detailed scores for each annotation batch.
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