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Abstract

In the rapidly evolving field of Natural Lan-
guage Processing (NLP), Indian regional lan-
guages remain significantly underrepresented
due to their limited digital presence and lack
of annotated resources. This work presents
the first comprehensive effort toward devel-
oping high quality linguistic datasets for two
extremely low resource languages Mizo and
Khasi. We introduce human annotated, gold
standard datasets for three core NLP tasks:
Part-of-Speech (POS) tagging, Named Entity
Recognition (NER), and Keyword Identifica-
tion. To overcome annotation bottlenecks in
NER, we further explore a synthetic data gener-
ation pipeline involving translation from Hindi
and cross-lingual word alignment. For POS
tagging, we adopt and subsequently modify the
Universal Dependencies (UD) framework to
better suit the linguistic characteristics of Mizo
and Khasi, while custom annotation guidelines
are developed for NER and Keyword Identifi-
cation. The constructed datasets are evaluated
using multilingual language models, demon-
strating that structured resource development,
coupled with gradual fine-tuning, yields signifi-
cant improvements in performance. This work
represents a critical step toward advancing lin-
guistic resources and computational tools for
Mizo and Khasi.

1 Introduction

India is home to more than 1,963 languages (Cen-
sus Commissioner, 2022), belonging to five major
language families, yet the Indian Constitution of-
ficially recognizes only 22 (Indian-Constitution,
2022). While English and Hindi are spoken by
approximately 10.2% and 43.63% of the popula-
tion, respectively, the majority prefer using their
regional languages. However, a vast number of
these languages remain underrepresented in the
field of Natural Language Processing (NLP), pri-
marily due to the lack of curated resources and
limited availability of digital text in native scripts.

While high-resource languages benefit from abun-
dant datasets, extremely low-resource languages
like Mizo and Khasi (Sarkar et al., 2024) have very
limited digital presence.

Figure 1: Example sentences in Mizo and Khasi with
their corresponding English translations.

Mizo, a Tibeto-Burman language (Thurgood and
LaPolla, 2003), is spoken by approximately 831K
people, while Khasi, an Austroasiatic language
(Jenny and Sidwell, 2014), is spoken by around
1.4M (according to Census 2011) people in India.
A more comprehensive linguistic description of
Mizo can be found in Appendix A.1, and for Khasi
in Appendix A.2. Figure 1 illustrates example sen-
tences in Mizo and Khasi corresponding to the
same English sentence.

In this work, we focus on the development of
foundational linguistic resources to support NLP
for Mizo and Khasi. Specifically, we created
datasets for Part-of-Speech (POS) (Kumar et al.,
2024) tagging, Named Entity Recognition (NER)
(Murthy et al., 2018) and Keyword Identification
(Bala et al., 2024).Given the lack of task-specific



annotation guidelines for Mizo and Khasi, we
adapted the Universal Dependencies (UD) (Uni-
versal Dependencies, 2025) framework for POS
tagging and designed custom annotation schemes
that reflect the unique syntactic and semantic char-
acteristics of these two languages. Additionally, we
created separate annotation guidelines for NER and
Keyword Identification to ensure accurate dataset
construction for each task.

To mitigate the challenge posed by the scarcity
of gold-standard annotated data, especially for
NER, we explored synthetic data generation us-
ing a Hindi NER dataset as a source. This involved
translation into Mizo and Khasi, followed by word
alignment using models such as Awesome-Align
(Dou and Neubig, 2021) and VecMAP (Artetxe
et al., 2017, 2018). The alignment process was
carefully evaluated and refined to ensure the quality
and usability of the resulting synthetic annotations.
However, existing language models exhibit little
to no understanding of Mizo and Khasi. To bridge
this gap, we first constructed a monolingual cor-
pus for both languages and performed multistage
fine-tuning of multilingual models such as MuRIL
(Khanuja et al., 2021), RemBERT (Conneau et al.,
2019), and XLM-RoBERTa-Large (Chung et al.,
2021).

Figure 2: Comparison of best-performing models un-
der standard and gradual fine-tuning approaches across
different tasks in Khasi and Mizo. The best-performing
models for each setting are indicated.

Building on this foundation, we further fine-
tuned the models on task-specific datasets, employ-
ing both standard and gradual fine-tuning strategies.
As illustrated in Figure 2, the gradual fine-tuning
approach led to a significant boost in performance
across POS tagging, NER and Keyword Identifica-
tion tasks, demonstrating its effectiveness in low-
resource settings.

By systematically developing and evaluating lin-

guistically grounded resources, this work marks an
important step toward enriching the NLP landscape
for Mizo and Khasi languages currently transition-
ing from Rising Stars to The Underdogs (Joshi
et al., 2020), supported by a growing suite of anno-
tated datasets and tailored linguistic tools.

2 Related Work

2.1 POS Tagging

Cross-lingual transfer learning, as proposed by
Kim et al. (2017), has been widely used for POS
tagging in extremely low-resource languages by
leveraging high-resource language data to improve
model performance. Similarly, Chaudhary et al.
(2021) introduced an active learning approach
that reduces the dependency on manual annota-
tions and mitigates conflicts in POS tag selec-
tion and optimization. More recently, Chaudhary
et al. (2021) introduced the first UD-compliant
POS tagging datasets for the low-resource Indic
languages Angika, Magahi and Bhojpuri. Their
work highlighted tokenization challenges and pro-
posed a look-back tokenization fix that improved
the F1 score, emphasizing the importance of
script-aware adaptation in multilingual models.
While weakly supervised POS taggers have shown
promise for some low-resource languages, Kann
et al. (2020) demonstrated their limitations for truly
low-resource languages. The lack of good dictio-
naries and limited linguistic resources make tra-
ditional weak supervision methods less effective,
especially for Mizo and Khasi. This highlights the
need for new and better approaches.

2.2 NER & Keyword Identification

The primary challenge in NER tagging for low-
resource languages is the lack of annotated data,
which can be mitigated through multilingual ap-
proaches and mapping techniques. Murthy et al.
(2018) demonstrated that for closely related lan-
guages, neural network layers can be divided for
each language, leveraging cross-lingual features to
enhance NER quality. Panchadara (2024) showed
that merging datasets for Dravidian languages and
utilizing mBERT and XLM-Roberta significantly
improves accuracy. Dash et al. (2024) explored
data augmentation techniques and community-
driven resource creation to enhance NER perfor-
mance for the Ho language. Similarly, Khemchan-
dani et al. (2021) proposed RelateLM, a multi-
lingual model that uses high-resource languages



as pivots through translation and backtranslation.
Tang et al. (2019) employed an attention-based
deep learning technique for clinical text classifica-
tion using keyword extraction, where a fine-tuned
BERT model achieved 97.6% accuracy. Bala et al.
(2024) introduced a keyword extraction and sum-
marization dataset for Mizo, enriching news arti-
cles in the language. Nasar et al. (2019) explored
Keyword Identification and summarization, high-
lighting the lack of datasets and discussing various
challenges associated with the task. These studies
highlight how leveraging linguistic similarities and
cross-lingual transfer can improve NER and Key-
word Identification task quality for low-resource
languages.

2.3 Synthetic Data Generation & Alignment

Prior studies have explored synthetic data genera-
tion using LLMs to enhance model performance
Tang et al. (2023); Gholami and Omar (2023). In
parallel, word alignment has been widely studied
for machine translation and cross-lingual NLP Dou
and Neubig (2021). Recent work by Wu et al.
(2024) demonstrated the effectiveness of optimiz-
ing LLM-based models through word alignment
techniques. Our work builds upon these advances
by integrating synthetic data generation with word
alignment techniques to improve NER performance
in extremely low-resource languages.

3 Data Development

3.1 Gold Standard Data

We crawled news articles from various permitted
websites in Mizo and Khasi, covering diverse top-
ics(Healthcare, Education, Politics, Culture, Envi-
ronment, Local Governance, Entertainment, and
Sports) written in their respective languages. After
preprocessing, we used these data to create datasets
for Part-of-Speech (POS) tagging, Named Entity
Recognition (NER) and Keyword Identification.
These gold-standard datasets were meticulously an-
notated by linguistic experts with proficiency in
Mizo and Khasi, ensuring high-quality and reliable
annotations for downstream NLP tasks.

Due to the absence of task-specific annotation
guidelines for these languages, we initially adopted
the Universal Dependencies (UD) (Universal De-
pendencies, 2025) framework for POS tagging and
later refined it to better capture their linguistic char-
acteristics. For NER, we developed a custom an-
notation framework from scratch to ensure con-

sistency and accuracy. Figure 3 shows an exam-
ple of the NER dataset, and Figure 4 shows the
POS dataset for both languages. We have released
all the annotated datasets publicly on the iHub-
Data (iHub-Data, IIIT Hyderabad, 2025) India plat-
form1.

Figure 3: Illustration of the NER dataset with entity tags
applied to the first 10 tokens of example sentences in
both languages.

Inter-Annotator Agreement (IAA) Scores

Task Khasi Mizo
POS 0.91 0.93
NER & Keyword Identification 0.88 0.90

Table 1: Inter-Annotator Agreement (IAA) scores (Co-
hen’s Kappa) for POS, NER and Keyword Identification
datasets in Khasi and Mizo.

To validate the annotated data, we conducted
an analysis of Inter-Annotator Agreement (IAA)
(Artstein, 2017) using Cohen’s Kappa (Rau and
Shih, 2021) score. Table 1 presents Cohen’s Kappa
scores, and Table 2 provides dataset statistics, with
a detailed breakdown for each language.

1https://india-data.org/datasets-listing/
natural-language-processing-(nlp)/

https://india-data.org/datasets-listing/natural-language-processing-(nlp)/
https://india-data.org/datasets-listing/natural-language-processing-(nlp)/


Figure 4: Illustration of the POS-tagged dataset show-
ing the first 10 tokens annotated using the adapted UD
framework.

3.2 Monolingual Corpus and Synthetic Data

Using the crawled data, we compiled a mono-
lingual corpus for each language after extensive
preprocessing and filtering. The preprocessing
pipeline included removal of metadata, URLs, and
non-native scripts (such as Devanagari, Bengali,
etc). Additionally, we applied heuristic rules for
noise reduction, including filtering out texts with
high proportions of negative sentiment using a sen-
timent classifier, and removing sentences with ex-
cessive repetition or low information density. Ta-
ble 3 summarizes the final statistics of the cleaned
monolingual corpora.

Additionally, we created Hindi-Mizo and Hindi-
Khasi parallel datasets, using WMT23 (Pal et al.,
2023) English-Mizo and English-Khasi data in
conjunction with Google Translate and Bhasha-
Verse (Mujadia and Sharma, 2024). To address the
scarcity of annotated data further, we generated
synthetic NER datasets for both languages based
on the Hindi NER dataset. Figure 6 illustrates the
detailed procedure for the generation of synthetic
data, and Table 5 presents the statistics of these
datasets.

Gold Dataset Statistics

Language Sentences Tokens Types

POS Tagging

Khasi 507 21.6K 7.5K
Mizo 502 17.3K 5.4K

NER & Keyword Identification

Khasi 4.1K 203.1K 14.9K
Mizo 4.4K 116.2K 15.9K

Table 2: Statistics of gold-standard datasets for POS
tagging, NER and Keyword Identification in Khasi and
Mizo.

Monolingual Dataset Statistics

Language Sentences Tokens Types

Khasi 253.3K 15.14M 269.9K
Mizo 318.4K 12.18M 294.8K

Table 3: Statistics of the Monolingual Corpora for Mizo
and Khasi

4 Methodology

4.1 Baseline models

We began our experiment with baseline models,
using Google MuRIL, XLM-RoBERTa-Large, and
Google RemBERT. MuRIL (Khanuja et al., 2021),
developed by Google, is pre-trained on 16 Indian
languages. RemBERT (Chung et al., 2021), also
developed by Google, is trained on 110 languages.
XLM-RoBERTa-Large (Conneau et al., 2019), de-
veloped by Facebook, is pre-trained on 100 lan-
guages.

For all three tasks and both languages, we first
applied a zero-shot approach to the gold-standard
data. For Mizo, XLM-RoBERTa-Large achieved
the best performance in both POS tagging and NER.
For Khasi, RemBERT performed best for POS tag-
ging, while XLM-RoBERTa-Large was the top per-
former for NER and Keyword Identification. Table
4 presents the detailed results of our baseline mod-
els.

4.2 Model Finetune

As these models perform poorly in a zero-shot set-
ting, a two-stage fine-tuning approach is adopted.
In the first stage, the models are fine-tuned on a
monolingual corpus to enhance their understanding
of the target languages. Once language compre-



F1 Scores of Baseline Models

Language MuRIL RemBERT XLM-R large

POS Tagging

Khasi 9.47 14.19 11.62
Mizo 12.94 9.11 17.38

NER & Keyword Identification

Khasi 8.59 9.31 16.28
Mizo 12.35 8.61 13.07

Table 4: Macro F1-scores for POS tagging, NER, and
Keyword Identification in a zero-shot setting using base-
line models.

hension is established, task-specific fine-tuning is
performed. Two setups are explored: Standard and
Gradual. Section 6 provides a detailed explanation
of this process, while Table 7 presents the corre-
sponding results.

5 Synthetic NER Data Generation

There is a severe lack of publicly available data for
these languages on the internet, making it neces-
sary to rely on synthetic data generation (Anony-
mous, 2025) to obtain large-scale resources with-
out direct human involvement. However, direct
translation from another language is not feasible,
as it often results in variations in word count and
word order (James and Krishnamurthy, 2025). This
makes it difficult to map the NER tags, especially
when using the BIO (Beginning, Inside, Outside)
(Yohannes and Amagasa, 2022) format.

To address this, we used Hindi NER (Bahad
et al., 2024) data (tagged in BIO format) as our
source. We first translated the sentences with-
out their tags into Mizo and Khasi (P M et al.,
2024). After translation, we aligned the words us-
ing Awesome-Align and VecMAP.

• Awesome-Align (Dou and Neubig, 2021) is a
cross-lingual word alignment tool that lever-
ages multilingual BERT (mBERT) to generate
high-quality word alignments between paral-
lel texts.

• VecMAP (Artetxe et al., 2018, 2017) is a
method for learning cross-lingual word em-
beddings by mapping word vectors from one
language to another into a shared vector
space, allowing better alignment and improv-
ing translation consistency.

Figure 5: Detailed alignment examples for Hindi–Khasi
and Hindi–Mizo translations after refinement using
Awesome-Align and VecMAP. Each example includes
the original Hindi sentence, its transliteration, the corre-
sponding target translation (Mizo & Khasi), and word-
level alignments.

To train Awesome-Align, we utilized the
WMT23 English-Mizo and English-Khasi paral-
lel datasets (Pal et al., 2023). Since our source
data was in Hindi, we first translated the English
sentences into Hindi. Subsequently, we trained
Awesome-Align using the Hindi-Mizo and Hindi-
Khasi parallel datasets.

However, Awesome-Align internally relies on
mBERT (Devlin et al., 2018), which has minimal
to no representation of Mizo and Khasi. To miti-
gate this limitation, we first fine-tuned mBERT on
our monolingual corpus. The initial results were
suboptimal, prompting us to refine our approach.
We partitioned the monolingual corpus into two
subsets, each containing approximately 7.5 million
tokens. The model was initially fine-tuned on the
first subset, followed by an additional fine-tuning
stage on the second subset. This two-stage fine-
tuning process resulted in a perplexity score of
9.25, significantly enhancing the model’s ability to
process Mizo and Khasi text.



Figure 6: Pipeline for synthetic NER data generation.

Once Awesome-Align was trained, we used our
Hindi source sentences and their Mizo/Khasi trans-
lations (Hindi ||| Mizo/Khasi) to generate word
alignments. However, the model occasionally pro-
duced unaligned words or incorrectly mapped mul-
tiple words to a single word. To refine these align-
ments, we used VecMAP.

For VecMAP, we first generated Word2Vec
(Mikolov et al., 2013) embeddings for Hindi, Mizo,
and Khasi using our source Hindi sentences and
their corresponding translations. We then mapped
the Hindi embeddings to a common space with
Mizo/Khasi embeddings and vice versa. Us-
ing cosine similarity, we corrected the unaligned
words and improved alignments where Awesome-
Align incorrectly assigned multiple words to a sin-
gle word. This resulted in more accurate align-
ments. Figure 5 illustrates detailed examples of
Hindi–Khasi and Hindi–Mizo alignments.

At this stage, we had Hindi NER data, along with
translated Mizo/Khasi sentences and their word

alignments. To map the NER tags, we first removed
the BIO tags and then assigned the tags according
to the alignments. Finally, we reapplied the BIO
tags:

• B (Beginning) was assigned to the first token
of an entity.

• I (Inside) was assigned to subsequent tokens
within the entity.

• O (Outside) was assigned to tokens that did
not belong to any entity.

This process allowed us to generate high-quality
synthetic NER data for Mizo and Khasi, ensuring
accurate tag mappings despite the complexities of
translation and word alignment. Figure 6 illustrates
the detailed procedure for synthetic data generation,
and Table 5 presents the statistics of these datasets.
All synthetic datasets have been publicly released
on the iHub-Data India platform2.

2https://india-data.org/datasets-listing

https://india-data.org/datasets-listing


Synthetic NER data

Dataset Sentences Tokens Types

Khasi 6.6K 220.3K 15.1K
Mizo 6.6K 175.2K 17.4K

Table 5: Statistics of the synthetic NER dataset for Mizo
and Khasi.

6 Experiments and Results

6.1 1st Stage Finetune

While these models support several Indian lan-
guages and scripts, they do not accommodate Mizo
and Khasi, as no datasets for these languages were
included during pre-training. Although their vocab-
ularies contain the Latin script, which is also used
by Mizo and Khasi, the structural differences in
these languages limit the models’ ability to under-
stand them effectively. Consequently, their zero-
shot performance on Mizo and Khasi was signifi-
cantly low.

Perplexity Scores from First-Stage Fine-Tuning

Language MuRIL RemBERT XLM-R large

Khasi 5.19 8.13 8.57
Mizo 10.06 7.69 7.92

Table 6: Perplexity scores after the first stage of fine-
tuning on the monolingual corpus.

To address this limitation, we fine-tuned these
models on a monolingual corpus specifically cu-
rated for Mizo and Khasi. This fine-tuning process
improved their language comprehension, making
them more suitable for downstream NLP tasks. We
evaluated the effectiveness of this adaptation using
perplexity scores, with detailed results presented in
Table 6.

6.2 2nd Stage Finetune (Task-Specific)

With these models now adapted to our target lan-
guages, they are ready for fine-tuning on specific
NLP tasks. For each task, we employ two fine-
tuning strategies: standard fine-tuning and grad-
ual fine-tuning. In gradual training, we initially
freeze all model layers and progressively unfreeze
them over several epochs. Using these approaches,
we achieved an F1 score improvement of approx-
imately 62% for POS and 43% for NER and
Keyword Identification in the standard fine-tuning

setup, with an additional gain of 6% when applying
gradual training.

6.2.1 POS Tagging
Part-of-Speech POS tagging involves labeling each
word in a sentence with its corresponding grammat-
ical categories such as noun, verb, adjective, or ad-
verb. Building on our first-stage fine-tuned model,
we further fine-tuned it on our gold-standard POS
tagging dataset and evaluated its performance on
the same dataset. In the standard fine-tuning setup,
MuRIL performed slightly better for Mizo, while
RemBERT yielded the best results for Khasi. How-
ever, with gradual training, MuRIL achieved the
highest performance for Khasi, whereas XLM-
RoBERTa-Large outperformed other models for
Mizo. The detailed results are presented in Table 7.

6.2.2 NER Tagging & Keyword Identification
Named Entity Recognition (NER) involves extract-
ing meaningful information from text by identify-
ing and categorizing named entities such as person
names, locations, and organizations. Additionally,
tasks beyond NER, Keyword Identification, focus
on extracting key terms that represent the main top-
ics of a document. This is particularly useful for
applications like search engine optimization, text
summarization, and content classification.

To evaluate NER performance, we fine-tuned
our first-stage fine-tuned models on synthetically
generated NER data and used gold-standard data
as a benchmark. In the standard fine-tuning
setup, XLM-RoBERTa-Large achieved the best
performance for Khasi, while MuRIL performed
better for Mizo. However, in the gradual fine-
tuning setup, MuRIL outperformed other models
for Khasi, while it remained the best-performing
model for Mizo. The detailed results are presented
in Table 7.

7 Conclusion

The development of NLP resources for low-
resource languages such as Mizo and Khasi is cru-
cial for their digital preservation and broader lin-
guistic accessibility. Through the creation of high-
quality annotated datasets for POS tagging, NER,
and Keyword Identification, this work establishes
foundational linguistic resources to support future
research and tool development for these underrep-
resented languages. In particular, our synthetic
NER data generation pipeline leveraging transla-
tion and word alignment demonstrate the feasibility



F1 Score of Task-Specific Fine-Tuning Across Different Models
Language Standard Gradual

MuRIL RemBERT XLM-R-Large MuRIL RemBERT XLM-R-Large
POS tagging
Khasi 76.49 82.51 71.02 83.52 81.15 76.81
Mizo 79.53 73.26 75.41 81.35 79.60 82.39
NER and Keyword Identification
Khasi 48.30 47.11 51.68 57.84 55.27 53.79
Mizo 61.88 58.69 59.27 66.79 64.08 64.92

Table 7: Macro F1 score comparison of fine-tuned MuRIL, RemBERT, and XLM-R Large on POS tagging and
NER and Keyword Identification tasks for Mizo and Khasi under standard and gradual fine-tuning setups.

of bootstrapping annotated data in the absence of
gold-standard resources.

Among the models evaluated, MuRIL and XLM-
R Large emerged as the most effective choices,
depending on the task. MuRIL performed best
for Khasi POS tagging (f1: 83.52) and both Mizo
NER (f1:66.79) and Khasi NER (f1:57.84), while
XLM-R Large achieved the highest score (f1:82.39)
for Mizo POS tagging, demonstrating how a well-
structured fine-tuning strategy can significantly en-
hance model performance.

Future work can extend these efforts by ex-
panding annotated datasets, refining task-specific
guidelines, and increasing coverage across linguis-
tic phenomena. Incorporating community-driven
or semi-automated annotation strategies may fur-
ther enhance the scalability and adaptability of re-
source creation, contributing to better representa-
tion and accessibility for Mizo, Khasi, and other
low-resource languages.
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A Appendix

A.1 Linguistic Landscape of Mizo
Mizo, a Tibeto-Burman language (Thurgood and
LaPolla, 2003), is written in the Roman script,
which was introduced by Welsh Christian mission-
aries in the late 19th century. The early Mizo script
was developed by Rev. J.H. Lorrain and Rev. F.W.
Savidge in 1894. The Mizo alphabet consists of 25
letters, excluding F, Q, R, and X, as these letters do
not exist in native Mizo words.

Beyond being a means of communication, Mizo
serves as a symbol of identity, unity, and cultural
heritage for the Zo people.It is spoken by approx-
imately 831K (according to Census 2011) people
in India and is primarily used in Mizoram (Fig. 7).
Additionally, Mizo (or closely related dialects) is
spoken in parts of Manipur, Tripura, Assam, as
well as in neighboring Myanmar and Bangladesh,
where different Zo communities reside.

Figure 7: Map of India highlighting Mizoram3, the
primary region where Mizo is spoken.

Mizo evolved from various dialects spoken by
different Zo tribes. Historically, the Lusei dialect
(spoken by the Lusei/Lushai tribe) became domi-
nant due to its early adoption in education, adminis-
tration, and Christian missionary work. Over time,
other dialects merged into what is now recognized
as the standard Mizo language. However, distinct
Zo dialects such as Hmar, Paite, Lai, Mara, and
Vaiphei continue to be spoken by their respective
communities.

3Source: https://tinyurl.com/5b6893an

Linguistically, Mizo is an agglutinative language,
meaning words are formed by adding multiple af-
fixes to a root word, allowing complex meanings to
be expressed through morphological constructions
rather than separate words..

A.2 Linguistic Landscape Khasi

Khasi belongs to the Austroasiatic language family
(Jenny and Sidwell, 2014) and is predominantly
spoken in Meghalaya, India, with approximately
1.4 million speakers (according to Census 2011).
It is written in the Roman script and has a rich oral
tradition.

Khasi is the largest indigenous language in
Meghalaya (Fig: 8) and is primarily spoken in the
Khasi and Jaintia Hills, as well as the Ri Bhoi
district. The Khasi people are linked to the Mon-
Khmer sub-group of the Austroasiatic language
family, with linguistic similarities to Mon-Khmer
dialects spoken in Southeast Asia.

Figure 8: Map of India highlighting Meghalaya4, the
primary region where Khasi is spoken.

Historically, the Khasi people are known as Hyn-
niewtrep (Children of Seven Huts), representing
seven sub-groups: Khynriam, Pnar (Jaintia), Bhoi,
War, Maram, Lyngngam, and Mnar. Among these,
the Pnar (Jaintia), Bhoi, and War are significant
regional variations. While Khasi has a standard-
ized written form, dialectal variations exist across
different regions.

4Source: https://tinyurl.com/5fyebpp3

https://tinyurl.com/5b6893an
https://tinyurl.com/5fyebpp3


Linguistically, Khasi is an agglutinative lan-
guage, where words are formed by adding prefixes,
suffixes, and infixes to a root word, allowing com-
plex meanings to be built through morphological
processes rather than separate words. .

A.3 Experimental Setup
Multilingual transformer-based models, including
MuRIL, RemBERT, and XLM-RoBERTa-Large,
were fine-tuned on Mizo and Khasi datasets. The
models were initialized with pre-trained weights
and further trained using our annotated datasets.
Fine-tuning was conducted using the Hugging
Face Transformers library on NVIDIA L40S GPU
(96GB VRAM). The training process followed a
two-stage fine-tuning approach:

• Stage 1 (Monolingual Fine-Tuning)

– Batch size: 32
– Learning rate: 3e-5
– Epochs: 2

• Stage 2 (Task-Specific Fine-Tuning for
NER/POS)

– Batch size: 16
– Learning rate: 2e-5
– Epochs: 3

For optimization, the AdamW optimizer was
used with a linear decay learning rate schedule.


